
Classification from 
Clustering Result
Case study using “Salary 
Prediction Classification” data

Include:

● Model comparison:
○ K-Nearest Neighbors (KNN)
○ Logistic Regression (LR)
○ Decision Tree (DT)
○ Random Forest (RF)
○ Support Vector Machine (SVM)
○ Naive Bayes (NB)

● Model evaluation
○ Confusion matrix
○ Accuracy, Precision, Recall, 

F1-Score
○ MSE train, MSE test, Learning 

Curve to detect overfitting
● Hyperparameter tuning: GridSearchCV



Data Source Overview
Source: https://www.kaggle.com/datasets/ayessa/salary-prediction-classification
Clustering result: https://raw.githubusercontent.com/nairkivm/clustering-people/refs/heads/main/clustering_result.csv  

https://www.kaggle.com/datasets/ayessa/salary-prediction-classification
https://raw.githubusercontent.com/nairkivm/clustering-people/refs/heads/main/clustering_result.csv


Data Preparation: Separate Features vs Target, 
Scale with MinMaxScaler



Data Splitting



Building the Model We aim to use Logistic Regression (LR) model as this is a simple 
binary classification. But, we tempted to compare with other 
models because the dataset is relatively small.



Model Evaluation: Confusion Matrix (1/3)



Model Evaluation: Confusion Matrix (2/3)



Model Evaluation: Confusion Matrix (3/3)



Model Evaluation: Performance Metrics

Best models:

But, why is all of them >90%?
Overfitting??



Overfitting Check
MSE train and MSE test are not that different



Overfitting Check - Learning Curve (1/3)
The small gap between training error and cross-validation error 
suggests that overfitting is not a significant issue.

No overfitting No overfitting



Overfitting Check - Learning Curve (2/3)

Overfitting??

Overfitting??



Overfitting Check - Learning Curve (3/3)

No overfitting No overfitting



I choose Logistic Regression (LR) model…
Among all models, the logistic regression (LR) model provides the best 
performance metrics and does not indicate overfitting. Additionally, this 
model also has low complexity.



Hyperparameter Tuning



Re-Evaluate the Model: Confusion Matrix

Better…

Worse…



Re-Evaluate the Model: Performance Metrics

Better
Worse Better

Better



Overfitting Check - Learning Curve
The small gap between training error and cross-validation error 
suggests that overfitting is not a significant issue.

No overfitting No overfitting



Evaluation Results Before vs After 
Hyperparameter Tuning
After tuning the hyperparameters of the Logistic Regression model from:

- C: 1, penalty: l2, solver: lbfgs
to:

- C: 100.0, penalty: l1, solver: liblinear,

it was found that 
- accuracy increased by 0.05%, 
- precision decreased by 0.04%, 
- recall increased by 0.17%, 
- F1-score increased by 0.06%
- False positives: 4 → 0
- False negatives: 0 → 1

Neither model showed indications of overfitting based on MSE of training & test data, as well as 
the learning curve.

Overall, we get a better 
performance after 
hyperparameter tuning


